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Abstract

The business model and consequently, the bank’s risk exposure significantly depends on the source of capital (Ribichenko et al., 2019). This research uses vector error correction model (VECM) data analysis to investigate the influence of capital adequacy ratio (CAR), non-performing loans (NPL), loan to deposit ratio (LDR) on the level of credit distribution at commercial banks in Indonesia. Using secondary data, research data was processed using the EViews 12 application with the research population being banking companies listed on the Indonesia Stock Exchange in 2019–2021. The research results show the variables CAR, NPL, and LDR have a significant effect on long-term credit distribution. In addition, the NPL variable significantly influences the credit distribution variable in the short term. The Granger causality test result shows that there is no two-directional causality relationship between the independent variables CAR, NPL, and LDR on the credit distribution variable. The results of this research are in accordance with financial intermediation theory, where the theory explains that savings and loans with high leverage can reduce the possibility of default (payment failure).
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1. INTRODUCTION

Law concerning Banking No. 10 of 1988 states that a bank is an economic entity that accommodates funds from the public in the form of savings and distributes them to the public in the form of credit and/or other forms with the aim of improving the living standard of many people. In Indonesia, banking has a very important role in economic growth (Supriyono & Herdhayinta, 2019). The important role of banking is to move the wheels of the economy through lending so that the real sector can grow. The banking sector is growing rapidly in Indonesia, as evidenced by the growth rate of total assets which reached 63% in 2018 (Prabantarikso et al., 2022). More advanced
technology and advances in information technology, relatively stable movement of bank interest rates and inflation, and increasingly advanced infrastructure development, accompanied by increased creativity of economic actors, especially in Indonesia, illustrate the rapid development of the Indonesian economy (Wan yuni & Wimba, 2022). The capital market, where companies are incorporated in the banking sector, is one of many alternative sources of choice and a long-term perspective for an economic entity. This of course supports the bank’s function as a financial intermediary, namely a financial intermediary institution between parties who have excess funds and parties who need funds (Falah & Septiarini, 2019).

According to John et al. (2023), risk management is a systematic process used to identify, measure, monitor, and control risks arising from all bank business activities. Credit risk is the risk that occurs due to the counterparty’s failure to make payments. Credit risk comes from bank functional activities such as financing, treasury, or investment recorded in the bank’s books. Banks make maximum efforts to minimize the risks posed by credit extended to the public which can affect credit distribution by banks (Yudaruddin, 2020). To this end, the bank conducts an analysis of credit risk so that the bank avoids losses due to the counterparty’s failure to fulfill its obligations in making bank payments so in the end banks must be prudent in distributing credit to debtors. Banks have the authority to reduce the value of capital and increase risk provided that the bank has been registered with the Deposit Insurance Corporation (Lembaga Penjamin Simpanan, LPS) where indirectly LPS can benefit the bank in managing its risk and profitability (Lutfi et al., 2020).

Credit risk is influenced by internal and external factors (de Leon, 2020). Some examples of external factors include the inability to repay loans by debtors, domestic economic conditions such as inflation, gross domestic product (GDP) growth, etc. Meanwhile, internal factors include those measured by the amount of third-party funds (TPF), capital adequacy ratio (CAR), non-performing loans (NPL), return on assets (ROA), and loan to deposit ratio (LDR). Credit risk distribution needs to pay attention to these various factors (Harmastri & Rahayu, 2019). Good bank performance will be able to support economic growth because of the role of banks as providers of investment funds and business capital for business units so that they are able to move the economy (Romli & Alie, 2017).

Hermuningsih et al. (2020) examine internal factors that affect credit distribution using the variables of TPF, NPL, and profitability. This quantitative research using a purposive sampling technique shows that the profitability variable can be a moderating variable in the relationship between TPF and NPL in lending. The TPF variable has a positive effect on lending, while the NPL variable has a negative effect on credit distribution. This is similar to Prawitasari et al. (2020) in a study that analyzed the influence of internal factors (ROA, TPF, CAR variables) and external (economic growth and interest variables) on lending to banks listed on the Indonesia Stock Exchange in 2014-2017. This research uses a multiple linear regression model which shows that internal factors have a major influence on capital distribution. The highest effect is given by the ROA variable and the lowest is given by the TPF variable.

Meanwhile, Pujjati et al. (2020) examine the influence of CAR, profit and loss sharing (PLS), and TPF on bank profitability with liquidity as an intervention variable using path analysis techniques. Research shows that CAR has a positive effect on liquidity while PLS and TPF have a negative effect on bank liquidity. From these results, the study concludes that PLS and TPF have a positive effect on profitability, while the CAR variable has a negative effect on bank profitability. Research by Priyadi et al. (2021) analyzes the influence of internal and external factors on credit risk as shown through the non-performing financing (NPF) variable in Sharia banks in Indonesia. Internal factor variables used are CAR, financing to deposit ratio (FDR), ROA, operating expense ratio (OER), financing to value (FTV), and PLS while external factor variables used are inflation, economic growth, and interest rates. Using the autoregressive distributed lag (ARDL) method, research shows that in the short term, the NPF, inflation, CAR, and PLS variables have a lag. In the long term, CAR and ROA have a positive effect on NPF, while inflation and PLS have a negative effect. Broadly speaking, internal variables have a greater influence on NPF.

Permataninggau and Maladaria (2019) analyzed the effect of NPF and FDR on Sharia bank financing in Indonesia. In this study, the TPF variable was used as a mediating variable. By using the mediation regression analysis technique, it shows that NPF and FDR have no effect on Sharia bank financing, NPF and FDR have no effect on TPF, TPF has a positive effect on Sharia bank financing, and TPF perfectly mediates FDR on the financing volume in Indonesian Sharia banks. The current global economic condition, which has changed greatly as a result of the COVID-19 pandemic, has become a research gap in this study. Global economic changes have also caused the banking world to make adjustments to current conditions. This study used data range in the period January 2019-December 2021 so that the data are factual data that can explain the influence of the dependent and independent variables on current conditions.

This study aims to see and analyze the effect of independent variables (TPF, CAR, NPL, and LDR) on the dependent variable (credit distribution) in Indonesia. This research uses the vector error correction model (VECM) analysis model where the model is expected to provide information on the influence between dependent variable and independent variable in the long and short term. The choice of the VECM model is also intended to forecast the condition of commercial bank lending in the future so that it can be used as information on phenomena that occur.

This research paper consists of 6 sections. Section 1 presents an introduction containing background, phenomena, research gaps, problem formulation, and objectives. Section 2 contains theory and literature which is the basis for building hypotheses. Section 3 provides the methods used to complete the research. Section 4 includes statistical descriptions. Section 5 explains the results of data processing and compares them with the results of previous research. Section 6 offers conclusions from the research along with research limitations and recommendations from the research and managerial implications.
2. LITERATURE REVIEW AND HYPOTHESES

2.1. Financial intermediation

Financial intermediation is key to understanding the benefits of a position that gives you the authority to oversee every financial function and savers are never in that position (Diamond, 1984). Financial intermediation enables entities in transactions to produce the best contracts and the highest allocations. Enabling financial transactions is the most important role played by financial intermediation. Generally, savings and loan activities with high leverage can reduce the possibility of payment failure. Financial models that delegate supervision and diversify savings and loan activities can keep defaults lower. The financial intermediation theory of moral hazard was developed by Diamond (1984). This theory says that the bank acts as a monitoring delegation and this position can reduce the supervision costs that must be incurred by the customer (investor) in supervising the borrower (debtor).

2.2. Bank risk management

Theoretically, risk management in banking institutions is defined as the logical construction and implementation of plans to deal with potential losses. The practical focus of risk management in the banking industry is to manage institutional exposure to losses or risks and also to protect asset values (Tursoy, 2018). The banking industry has considered risk management as a necessary way to control exposure to four risks, namely credit risk, interest rate risk, foreign currency risk, and liquidity risk (Pyle, 1999). Bank risk management is a process where managers must carry out several activities, such as identifying salient risks, taking steps to ensure that operational risks can be consistently understood, choosing which risks and how risks can be reduced and increased, and determining procedures to monitor the risk position (Ratnovski, 2013).

2.3. Credit distribution

According to the Banking Law No. 10 of 1996, credit is the delivery of money or debt equivalent to it, based on a loan agreement or agreement between a bank and another party, which requires the borrower to repay the debt after a certain period of time with interest. Credit distribution is the largest asset owned by banks. More than 70% of the assets owned by banks are in the form of lending so lending has a high risk (Al-Eitan & Bani-Khalid, 2019). Credit risk does not always have a positive effect on increasing the value of lending, with good technology and service, credit risk can be suppressed even though credit distribution is high.

2.4. Third-party funds (TPF)

Third-party funds are sources of funds or total funds collected by banks from the public (Hermuningsih et al., 2020). Generally, loans provided by banks based on funds collected by the community are used to finance the real sector. In other words, the higher the TPF, the more funds are distributed (Harmayati & Rahayu, 2019). Deposits are the largest source of bank operations, where the funds collected in the bank will be used for operations, one of which is credit (Riabichenko et al., 2019).

\[ H1: \text{TPF has a positive effect on lending.} \]

2.5. Capital adequacy ratio (CAR)

Bank capital adequacy is measured using the CAR. This ratio is a capital or solvency ratio that describes the bank’s ability to provide business development financing and calculates the potential risk of loss due to bank activities (Widyakto & Wahyudi, 2021). According to Bank Indonesia rules, the CAR amount that must be achieved by a bank is at least 8%. This figure is an adjustment to the provisions that apply internationally based on the standards of the Bank for International Settlement (BIS). The high CAR value in a bank shows good performance in management and operations so it has a positive impact on bank profitability (Usman & Lestari, 2019).

\[ H2: \text{CAR has a positive effect on lending.} \]

2.6. Non-performing loan (NPL)

According to Hermuningsih et al. (2020), NPL is a unit of measurement used to determine the ability of the debtor to pay the credit given. A high NPL value can be interpreted as a high level of debtor’s inability to pay bank debt and interest. At the beginning of the transition that occurred in the banking system, the NPL number was high, this was due to the unpreparedness of the system used (Mazreku et al., 2018). The NPL value is one of the bank’s considerations in determining the value of credit distribution in addition to various external factors that can influence it (Jessica & Chalid, 2021). Mohamed Metwally et al. (2019) explain that risk management must be managed properly, according to existing policies and rules.

\[ H3: \text{NPL has a positive effect on lending.} \]

2.7. Loan to deposit ratio (LDR)

According to Kasmir (2014), LDR is the ratio used to measure the composition of the amount of credit given compared to the amount of public funds and own capital used. The ratio stated by LDR can be used as an illustration of deposits such as demand deposits, time deposits, and others which can then fulfill loan requests by customers (Widyakto & Wahyudi, 2021). LDR is a measure of a bank's ability to provide loans relative to the total deposits owned by the bank as an institution that functions to collect public funds (Arintoko, 2021). LDR and liquidity have a negative relationship, if there is an increase in the LDR value, the liquidity value of a bank is low, and vice versa (Supriyono & Herdhayinta, 2019).

\[ H4: \text{LDR has a positive effect on credit distribution.} \]

3. METHODS

This study uses a quantitative approach. Data used in this study are secondary data obtained from the website of the Financial Services Authority (OJK). The dependent variable used in this study is credit
distribution, while the independent variables are TPF, CAR, NPL, and LDR. The data analysis used is the VECM. This model can explain changes in the relationship between dependent and independent variables in both the short and long term (Ashraf et al., 2019). The VECM model equation can be written as:

\[ Y_t = C + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \varepsilon_t \]  (1)

where,
- \( Y \) = credit distribution;
- \( X_1 \) = third-party funds (TPF);
- \( X_2 \) = capital adequacy ratio (CAR);
- \( X_3 \) = non-performing loan (NPL);
- \( X_4 \) = loan to deposit ratio (LDR);
- \( C \) = constant;
- \( \beta \) = independent variable coefficient;
- \( \varepsilon \) = error term.

There are several steps that need to be done in conducting a VECM analysis, which are presented below.

3.1. Stationarity test

To test the long-term relationship between variables, we must test the stationary of the series using the augmented Dickey-Fuller (ADF) unit root test procedure (Ashraf et al., 2019).

3.2. Determination of optimal lag

Determination of the optimal lag in the model is to determine the lag interval. The larger the lag interval, the more fully it can reflect the dynamic nature of the model. There are several criteria to determine the optimal lag length including Akaike information criterion (AIC), Schwarz information criterion (SIC), and Hannan-Quinn criterion (HQC) (Zou, 2018).

3.3. Stability test

The stability of the vector autoregression (VAR) must be tested before further analysis is carried out because if the estimation results of the VAR combined with the error correction model are unstable, the impulse response function (IRF) and variance decomposition (VDC) will be invalid (Zou, 2018).

3.4. Johansen cointegration test

Johansen cointegration test was conducted to test whether the long-term equilibrium exists or not. Johansen proposes two different likelihood ratio tests of the significance of this correlation which can be demonstrated through the trace and maximum Eigenvalue test (Ashraf et al., 2019).

3.5. VECM models

To explain changes in independent variables, short-term and long-term relationships are estimated using the VECM, which explains changes in independent variables as well as deviations from long-term relationships between variables (Ashraf et al., 2019).

3.6. Granger causality test

The cointegration test shows a long-term equilibrium relationship between the two variables, but in the case of a causal relationship, further testing needs to be done. If variable A helps in predicting B, that is, A's past values are added, this can greatly improve the explanatory ability of the regression. If the p-value is smaller than the 5% significant level, it means that there is a Granger causality relationship (Zou, 2018).

3.7. Impulse response function (IRF) analysis

In order to identify structural shocks and their dynamic effects, innovative accounting techniques have been adopted, consisting of IRF. IRF examines the relative effect of each variable on other variables and displays the response of each relevant variable in a linear system to the shock of the system variable (Ashraf et al., 2019).

3.8. Variance decomposition (VDC) analysis

The VDC can be applied to analyze the effect of updating each variable on other variables, which shows a relative effect (Zou, 2018).

An alternative to the method suggested in this study is using the error correction model (ECM) method, which is a technique for correcting short-term imbalances toward long-term balance and can explain the relationship between dependent variables and independent variables in the present and past. VECM is a multivariate form of ECM. The ECM method itself is used to explain whether or not there is a relationship between the independent variable and the dependent variable in the long and short term.

4. RESULTS AND DISCUSSION

4.1. Results

4.1.1. Stationarity test

The initial step before carrying out the VECM test is the stationarity test of the data for each dependent and independent variable to obtain a VECM estimate. The stationarity of the data is necessary because it can affect the results of the VECM estimation test. The stationary test results in Table 1 show that the TPF, CAR, NPL, and LDR, and credit distribution data are stationary at the first difference, with all p < 0.05. So, the test continues to the stage of determining the optimal lag.

![Table 1. Stationarity test](attachment:Table1.png)
4.1.2. Optimal lag determination

VECM estimation is very sensitive to the lag length of data used. The lag length shows the influence of time required by each variable on its past variable.

The determination of the lag length is based on the highest value of the sequentially modified likelihood ratio (LR) test statistic.

The results of data processing in Table 2 show that the lag used is the 1st lag.

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL.</th>
<th>LR</th>
<th>Final prediction error (FPE)</th>
<th>AIC</th>
<th>SIC</th>
<th>HQC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-960.0130</td>
<td>3.09e+18</td>
<td>56.76547</td>
<td>56.98994</td>
<td>56.84202</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-805.8302</td>
<td>1.58e+15</td>
<td>49.16648</td>
<td>50.51327</td>
<td>49.62577</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-790.0717</td>
<td>3.12e+15</td>
<td>49.74539</td>
<td>52.21451</td>
<td>50.58473</td>
<td></td>
</tr>
</tbody>
</table>

4.1.3. Stability test

Model stability testing is the next step that must be carried out before using VECM estimation. The model stability test aims to test the validity of IRF and VDC.

<table>
<thead>
<tr>
<th>Root</th>
<th>Modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.960662</td>
<td>0.960662</td>
</tr>
<tr>
<td>0.909419 - 0.112367i</td>
<td>0.916335</td>
</tr>
<tr>
<td>0.909419 + 0.112367i</td>
<td>0.916335</td>
</tr>
<tr>
<td>0.527493</td>
<td>0.527493</td>
</tr>
<tr>
<td>0.258365</td>
<td>0.258365</td>
</tr>
</tbody>
</table>

The VAR model is said to be stable if the modulus value is at radius < 1, and unstable if the modulus value is > 1. Based on the results of the stability test in the table above, it is known that the model is stable and has passed the stability test because the modulus value is < 1.

4.1.4. Johansen cointegration test

The cointegration test is a method to see how far the relationship between economic variables is in the long run. This test is carried out after the stationarity test and has integrated to the same degree. The cointegration test is carried out to see the long-term relationship between the independent variable and the dependent variable. This test is carried out after the stationary test. The main purpose of this test is to determine whether the cointegrated residue is stationary or not. If the independent variable and dependent variable are cointegrated, it shows that there is a stable relationship in the long term. On the other hand, if there is no cointegration between variables, it indicates there is no long-term relationship.

<table>
<thead>
<tr>
<th>Number of cointegrating vectors</th>
<th>Eigenvalue</th>
<th>Trace statistic</th>
<th>0.05 critical value</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.821425</td>
<td>112.0895</td>
<td>69.81889</td>
<td>0.0000</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.650845</td>
<td>55.23886</td>
<td>47.85613</td>
<td>0.0087</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.325777</td>
<td>20.51493</td>
<td>29.79707</td>
<td>0.3886</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.202945</td>
<td>13.49471</td>
<td>20.50852</td>
<td>0.5186</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.0000</td>
<td>0.021073</td>
<td>3.841465</td>
<td>0.8845</td>
</tr>
</tbody>
</table>

The results of the cointegration test in Table 4 show that the probability values in the None and At most 1 rows are 0.0000 and 0.0087 < 0.05, respectively. This means that the results of the cointegration test show the movements of the independent variable and dependent variable have a relationship of stability/balance and similar movements in the long term or in this case it is called cointegrated. So, the estimate that will be used is VECM.

4.1.5. VECM model

The VECM estimation model became an option after seeing the test results through pre-estimation stages consisting of data stationarity test, determining lag length, cointegration test, and VECM stability as well as the fact that there are three cointegration rankings at the 0.05 (5%) test level in this study. This VECM estimate supports solving the problem in this research to identify short-term and long-term relationships between the influence of the independent variable on the dependent variable.
Table 5 shows a long-term relationship between the dependent and independent variables. Meanwhile, the bottom of the table shows the interpretation of the short-term relationship between the three variables. The results of the VECM model in the table above can be interpreted as presented below.

In the short term, changes in NPL during the past 1 month have a significant effect on LDR in the current month, with t-statistic value |2.22110| > t-table value of 2.042. If the current NPL 1 month ago increased by 1%, it will cause changes in credit distribution at this time to decrease by -0.364928. In the long term, TPF, CAR, and LDR have a significant effect on credit distribution, with the t-statistic value of each variable |13.5036|, |3.51098|, |6.11853| > t-table value of 2.042. F-statistic value of 2.05 < F-table of 4.02 means that all independent variables have no effect on dependent variable simultaneously or together.

4.1.6. Granger causality test

The Granger causality test is carried out to find the causal relationship between each independent variable and dependent variable. The test level in this test is at a confidence level of 0.05 (5%) and the lag length is up to lag 2 according to the optimum lag length test that has been carried out. Granger causality results are shown in the table below.

Table 6. Pairwise Granger causality test

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Obs.</th>
<th>F-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPF does not Granger cause credit distribution.</td>
<td>35</td>
<td>0.25041</td>
<td>0.6202</td>
</tr>
<tr>
<td>Credit distribution does not Granger cause TPF.</td>
<td>35</td>
<td>0.14718</td>
<td>0.27158</td>
</tr>
<tr>
<td>CAR does not Granger cause credit distribution.</td>
<td>35</td>
<td>0.99156</td>
<td>0.4118</td>
</tr>
<tr>
<td>Credit distribution does not Granger cause CAR.</td>
<td>35</td>
<td>1.81824</td>
<td>0.1870</td>
</tr>
<tr>
<td>NPL does not Granger cause credit distribution.</td>
<td>35</td>
<td>0.29362</td>
<td>0.5917</td>
</tr>
<tr>
<td>Credit distribution does not Granger Cause NPL</td>
<td>35</td>
<td>0.92414</td>
<td>0.1750</td>
</tr>
<tr>
<td>LDR does not Granger cause credit distribution.</td>
<td>35</td>
<td>0.06187</td>
<td>0.8052</td>
</tr>
<tr>
<td>Credit distribution does not Granger cause LDR.</td>
<td>35</td>
<td>6.31707</td>
<td>0.0172</td>
</tr>
<tr>
<td>CAR does not Granger cause TPF.</td>
<td>35</td>
<td>0.31668</td>
<td>0.5775</td>
</tr>
<tr>
<td>TPF does not Granger cause CAR.</td>
<td>35</td>
<td>7.21135</td>
<td>0.00114</td>
</tr>
<tr>
<td>NPL does not Granger cause TPF.</td>
<td>35</td>
<td>0.94361</td>
<td>0.0128</td>
</tr>
<tr>
<td>TPF does not Granger cause NPL.</td>
<td>35</td>
<td>0.06580</td>
<td>0.7992</td>
</tr>
<tr>
<td>LDR does not Granger cause TPF.</td>
<td>35</td>
<td>0.08397</td>
<td>0.7739</td>
</tr>
<tr>
<td>TPF does not Granger cause LDR.</td>
<td>35</td>
<td>2.92700</td>
<td>0.0968</td>
</tr>
<tr>
<td>NPL does not Granger cause CAR.</td>
<td>35</td>
<td>5.96137</td>
<td>0.0052</td>
</tr>
<tr>
<td>CAR does not Granger cause NPL.</td>
<td>35</td>
<td>1.03325</td>
<td>0.3170</td>
</tr>
<tr>
<td>LDR does not Granger cause CAR.</td>
<td>35</td>
<td>7.70076</td>
<td>0.0091</td>
</tr>
<tr>
<td>CAR does not Granger cause CAR.</td>
<td>35</td>
<td>7.03130</td>
<td>0.00114</td>
</tr>
<tr>
<td>LDR does not Granger cause CAR.</td>
<td>35</td>
<td>6.90192</td>
<td>0.0060</td>
</tr>
<tr>
<td>NPL does not Granger cause LDR.</td>
<td>35</td>
<td>14.6140</td>
<td>0.0006</td>
</tr>
</tbody>
</table>


The results of the Granger causality test in the table above show that TPF doesn’t significantly affect credit distribution with a probability value of 0.6202 ≥ 0.05 and credit distribution doesn’t significantly affect TPF with a probability value of 0.7038 ≥ 0.05. So, there is no two-way causality between TPF and credit distribution. CAR doesn’t significantly affect credit distribution, with a probability value of 0.4118 ≥ 0.05, and credit distribution doesn’t significantly affect CAR, with a probability value of 0.1870 ≥ 0.05. So, there is no two-way causality between CAR and credit distribution. NPL doesn’t significantly affect credit distribution, with a probability value of 0.5917 ≥ 0.05, and credit distribution doesn’t significantly affect NPL, with a probability value of 0.1750 ≥ 0.05. The results of data processing show that there is no two-way causal relationship between NPL and credit distribution.

LDR does not significantly affect credit distribution with a probability value of 0.8052 ≥ 0.05, but credit distribution has a significant effect on LDR with a probability value of 0.0172 ≤ 0.05. So, there is a one-way causality between LDR and credit distribution. CAR does not significantly affect TPF with a probability value of 0.5775 ≥ 0.05, but TPF significantly affects CAR with a probability value of 0.0114 ≤ 0.05. So, there is an one-way causality between CAR and TPF. NPL significantly affects TPF with a probability value of 0.0128 ≤ 0.05, but TPF does not significantly affect NPL with a probability value of 0.7992 ≥ 0.05. So, there is a one-way causality between NPL and TPF. LDR does not significantly affect TPF with a probability value of 0.7739 ≥ 0.05, and TPF doesn’t significantly affect LDR with a probability value of 0.0968 ≥ 0.05. This fact shows that there is no two-way causality between LDR and TPF.

creditNPL does not significantly affect CAR with a probability value of 0.0552 ≥ 0.05, and CAR doesn’t significantly affect NPL with a probability value of 0.3170 ≤ 0.05. So, there isn’t bidirectional causality between NPL and CAR. LDR significantly affects CAR with a probability value of 0.0091 ≤ 0.05, but CAR doesn’t significantly affect LDR with a probability value of 0.0913 ≥ 0.05. So, there is a one-way causality between LDR and CAR. LDR doesn’t significantly affect the NPL with a probability value of 0.9681 ≥ 0.05, but the NPL significantly affects the LDR with a probability value of 0.0006 ≤ 0.05. So, there is a one-way causality between LDR and NPL.

4.2. Impulse response function (IRF) analysis

Impulse response function analysis is used to analyze the impact of shocks to one variable on other variables, both short-term and long-term. This analysis can capture long-term responses if a variable experiences a shock. This analysis is also used to see how long this effect lasts.
Figure 1. Impulse response function (IRF) analysis results

Figure 1 shows that when a shock occurs in the credit distribution variable, it will be responded positively by the variable itself. When a shock occurs in the TPF variable, it will be responded positively by the credit distribution variable in periods one and two, then responded negatively from the third period onwards. When a shock occurs in the CAR variable, it will be responded negatively from periods one to ten by the credit distribution variable. When a shock occurs in the NPL variable, credit distribution will be responded positively from periods one to ten, but it begins to decline in the second period and approaches the negative line.

When there is a shock to the LDR variable, it will be responded optimistically by the credit distribution variable from periods one to ten.

4.3. Variance decomposition (VDC) analysis

Variance decomposition analysis is used to measure the composition value or contribution of the independent variable to the dependent variable. In this study, the VDC analysis was focused on looking at the effect of independent variables on dependent variable.

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>Credit distribution</th>
<th>TPF</th>
<th>CAR</th>
<th>NPL</th>
<th>LDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5682.15</td>
<td>9359.00</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>76304.02</td>
<td>86,846.65</td>
<td>0.088034</td>
<td>3.379468</td>
<td>1.331344</td>
<td>0.072790</td>
</tr>
<tr>
<td>3</td>
<td>94765.35</td>
<td>83,873.88</td>
<td>0.215977</td>
<td>3.783808</td>
<td>3.063485</td>
<td>8.466759</td>
</tr>
<tr>
<td>4</td>
<td>114357.7</td>
<td>80,949.29</td>
<td>0.259702</td>
<td>5.529798</td>
<td>2.774609</td>
<td>11.34097</td>
</tr>
<tr>
<td>5</td>
<td>134896.2</td>
<td>76,356.77</td>
<td>0.483664</td>
<td>6.942070</td>
<td>2.147236</td>
<td>15.77653</td>
</tr>
<tr>
<td>6</td>
<td>134773.0</td>
<td>74,418.03</td>
<td>0.716132</td>
<td>7.721078</td>
<td>1.680554</td>
<td>15.96420</td>
</tr>
<tr>
<td>7</td>
<td>174404.5</td>
<td>72,139.45</td>
<td>0.938481</td>
<td>8.563716</td>
<td>1.364547</td>
<td>16.82190</td>
</tr>
<tr>
<td>8</td>
<td>193534.7</td>
<td>70,629.05</td>
<td>1.145132</td>
<td>9.269305</td>
<td>1.087746</td>
<td>17.87077</td>
</tr>
<tr>
<td>9</td>
<td>212048.7</td>
<td>69,217.38</td>
<td>1.326469</td>
<td>9.843627</td>
<td>0.906130</td>
<td>18.70440</td>
</tr>
<tr>
<td>10</td>
<td>229930.3</td>
<td>68,045.46</td>
<td>1.486826</td>
<td>10.32334</td>
<td>0.672130</td>
<td>19.37905</td>
</tr>
</tbody>
</table>

The output in the table above shows that in the first period, the variable amount of credit distribution was only influenced by itself without any shock contribution from other variables. Meanwhile, for the second period, LDR is the most dominant variable contributing to the shock in the variable amount of lending compared to the TPF, CAR, and NPL variables. The dominance of the LDR variable continues until period ten.

4.4. Discussion

The results of research on the determinants of bank lending in Indonesia for the 201–2021 period using the VECM method using the Eviews 12 software show that the TPF, CAR, and LDR variables affect the credit distribution variable significantly in the long term. In addition, NPL significantly affects the lending variable in the short term. Granger causality test results show that there is no two-way causality relationship between TPF, CAR, and NPL variables on credit distribution. However, there is a one-way causality relationship between LDR and credit distribution variables. The results of IRF analysis of credit distribution due to the TPF, CAR, NPL, and LDR variables are as follows. TPF has a positive response to the credit distribution variable in periods one and two, then responds negatively from the third period onwards. CAR has a negative response from periods one to ten to the credit distribution variable. NPL has a positive effect on credit distribution from period one to ten but begins to decline in the second period and approaches the negative line. LDR has a positive response to the credit distribution variable from periods one to ten. Variance decomposition test results show against conventional banks, it can be seen that LDR has the largest shock contribution to credit distribution, while those that provide the smallest contributions are TPF, NPL, and CAR.

5. CONCLUSION

This research aims to see and analyze the influence of TPF, CAR, LDR, and NPL on credit distribution with the research population being banking companies listed on the Indonesia Stock Exchange for the period of 2019–2021. Results of the study found that TPF, CAR, and LDR variables have significantly affected the lending variable in the long term. In addition, the NPL variable significantly affects the LDR variable in the short term. Based on the
Granger causality test results, there isn’t a two-way causality relationship between TPF, CAR, and NPL variables on credit distribution. However, there is a one-way causality relationship between the LDR variable and credit distribution. From the theory of bank risk management, theoretically, risk management in banking institutions is defined as the logical construction and implementation of plans to deal with potential losses. The results of this research show that capital adequacy and liquidity greatly influence credit distribution.

The managerial implications of this research are that the application of risk management can increase shareholder value, explain possible future losses to bank managers, and help improve systematic decision-making methods and processes based on available information. This research is only limited to the influencing variables using VECM as a model. The next research suggestion is to apply risk management which includes 10 risks, namely credit risk, market risk, liquidity risk, operational risk, legal risk, reputation risk, strategic risk, compliance risk, rate of return risk, and investment risk.
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