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Abstract

The study examines how risk governance mechanisms affect the risk activities of banks in emerging markets, Africa in particular. The sample comprised of forty-one banks in twelve African economies. Consistent with Akbar, Kharabsheh, Poletti-Hughes, and Shah (2017), Battaglia and Gallo (2017), and Sila, Gonzalez, and Hagendorff (2016), system GMM which controls for reverse causality and endogeneity was used for analysis. Surprisingly, the study found that the presence of a standalone risk committee, training in risk management and/or related courses, and the appointment of the chief risk officer (CRO) to the board increases instead of decreasing bank risk. Qualifications and experience in risk management or finance and the establishment of a CRO position were found to have an insignificant impact on risk outcomes. Intuitively, the study found that the appointment of females on bank boards results in risk-averse decisions and thus supports current calls for female representation on boards. A key takeaway from this paper is that establishing effective risk governance systems in emerging markets creates incentives for banks to take more risk, possibly, due to the fact that governance mechanisms that align the interests of managers and shareholders lead to higher bank risk (Felício, Rodrigues, Grove, & Greiner, 2018). This counterintuitive behavior calls for the design of appropriate governance and regulatory mechanisms that curtail bank risk in the African context.
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1. INTRODUCTION

Banking is all about taking risks. Banks deliberately take risks to serve their customers and clients and in turn generate profits to create value for shareholders (Otero, Alaraj, & Lado-Sestayo, 2020). Nevertheless, for risk-taking to maximize shareholder value, banks need appropriate risk management and governance structures, balanced incentives, and the right culture which all depends on the corporate environment and the ability of banks to shape that environment (Stulz, 2014). Concomitantly, banks can quickly change their risk profiles due to the fragile nature of their balance sheets; hence, weak internal controls can swiftly trigger instability (United Nations, 2010). The need for properly designed processes for identifying, analyzing, and mitigating risks becomes paramount in banks to prevent debacles (Türsoy, 2018). Moreover, the risk-taking activities of banks
determine the safety and soundness of the financial system. Excessive risk behavior can trigger instability with negative externalities on depositors, creditors, deposit insurance schemes, and the real economy (Fernandes, Farinha, Martins, & Mateus, 2021). This makes risk governance processes related to risk-taking in banks pivotal. However, the governance of banks is more challenging compared to non-banks due to their special characteristics such as fragile balance sheets, complexity and opacity, and their central role in financial intermediation (Fernandes et al., 2021).

Similar to non-financial firms, risk management in a bank is the responsibility of the board of directors, herein the board. This duty requires, among other things, the board to establish the firm’s risk governance framework, which encapsulates risk appetite, tolerance, and culture (Basel Committee on Banking Supervision, 2015). To effectively discharge its risk management and governance duties the board should be composed of members with risk management and financial knowledge and expertise (Ellul, 2015). This enables the board to comprehend the level of the entity’s risk appetite and the long-run implications of their risk activities.

However, the responsibility of the banks’ board of directors towards effective risk management came under severe criticism and scrutiny following the 2007/9 global financial turmoil. Scholars generally agree that bank boards were ineffective in their discharge of the risk management function in the period preceding the crisis (Blanco, Galbarz, Hohl, & Zamul, 2020; DeYoung, Peng, & Yan, 2013; Walker, 2009). Some of the observed governance flaws include the inability of boards to comprehend the level of risk executives were taking, inadequate knowledge and experience in risk management, and inadequate monitoring of bank executives’ risk activities (Felicio et al., 2018; Mertzanis, 2011; Coyle, 2010; Kirkpatrick, 2009). Following the crisis, several governance reforms were instituted to control bank risk-taking incentives (Srivastav & Hagendorff, 2016). Some of the reforms include aligning executives’ compensation to risk, representation of creditors on bank boards, the appointment of chief risk officers to boards, and recruitment of members with financial and risk management expertise on bank boards (Sánchez, Zamanillo, & Luna, 2020; Mongiardino & Plath, 2010).

Despite recent attention to banks’ risk management and governance practices following the 2007/9 global financial crisis little is known about this subject in emerging markets, Africa in particular, since the issue of bank governance, later alone risk governance, is still evolving. Besides, the relevance and importance of corporate governance mechanisms vary between developed and emerging markets due to differences in regulatory, ownership, and corporate governance standards. For example, ownership dispersion in developed markets creates conflicts of interest and agency problems related to remuneration which affect risk-taking behavior whereas such challenges are marginal in emerging markets due to ownership concentration (United Nations, 2010). The United Nations, in its report, the concentrated ownership characterized by family ownership that is prevalent in emerging markets usually breeds board professionalism challenges: lack of separation between ownership and control, board representation, and management which affects firm governance.

Moreover, the African landscape suffers from several peculiarities that differ from developed economies: chiefly, a risky operating environment typified by macro-economic vulnerabilities that may affect boards’ risk management function and risk-taking oversight. For instance, most macro-risks faced by African banks emanate from economic shocks like drought, wars, commodity price shocks, and natural disasters whereas macro-risks in developed economies generally arise from complex financial instruments and the close interconnectedness of the financial markets (Gottschalk, 2014). Gottschalk (2014) further notes that regulation in Africa tends to be micro-prudential and most African economies lack a macro-prudential framework largely due to a lack of resources and technical capacity to develop such a framework. Otero et al. (2020) reiterate that economies that delay applying prudential regulation are characterized by less cautious bankers. Besides, institutional quality, a reflection of corporate governance quality, is low in Africa compared to other regions (Epo & Nochi Faha, 2020).

This raises questions about African banks’ boards’ ability to control bank executives’ risk-taking behavior which is necessary for systemic stability. In this respect, there is a gap in the literature regarding the interplay between risk governance and risk-taking behavior in economies with risky operating environments, weak regulation, and varying levels of corporate governance standards later alone economic and financial conditions. This piece of work attempts to cover this gap by analyzing the impact of a set of risk governance characteristics on risk outcomes using a cross-country sample of forty-one banks in Africa. Further, as far as could be ascertained, this is the first paper to empirically examine risk governance practices of banks operating in emerging markets which is limited in the literature. This analysis provides valuable insights into internal governance mechanisms in banks that affect risk-taking incentives. Such insights help to prevent excessive risk behavior and thereby stem instability and potential crisis. Hence, the paper offers regulatory and policy insights that contribute to bank governance reforms in emerging markets. The findings also allow comparisons against international benchmarks and best practices to identify strengths and weaknesses. Unlike previous studies on this discourse (Aljughaiman & Salama, 2019; Ellul & Yerramilli, 2013; Lingel & Sheedy, 2012; Pathan, 2009), this research is expanded by examining the impact of different interactions among different risk governance mechanisms on risk decisions of banks in emerging market economies. This offers rich insights into how governance mechanism interacts and affect bank risk in emerging markets.

This study also extends the literature on factors that affect the risk activities of banks across jurisdictions by conducting a cross-country analysis of the effects of risk governance attributes on bank risk. Such analysis reveals organizational factors that affect the application of international governance prescriptions in emerging markets.
The structure of the rest of the paper is as follows. Section 2 reviews the relevant literature. Section 3 analyses the methodology that has been used to conduct empirical research on the interplay between risk governance mechanisms and the risk-taking behavior of banks. Section 4 and Section 5 presents and discusses the empirical findings, and Section 6, the conclusion is drawn together with the research limitations, key policy issues arising from the study, and areas of further study.

2. LITERATURE REVIEW

2.1. Impact of risk governance on bank risk and testable hypotheses

To gain insights into the possible effects of risk governance on banks' risk-taking behavior the paper examines five aspects of the board's risk oversight function and how they are associated with risk-taking behavior. The study begins by investigating the impact of a standalone risk management committee on bank risk. Based on a study of non-banks, Bhuiyan, Cheema, and Man (2021) argue that establishing a standalone risk committee improves the quality of corporate governance in a firm which leads to lower risk-taking behavior. Their argument is based on the rationale of setting up the risk committee which is to oversee the risk management function of a firm and advise management on risks associated with a given project. Hence, the authors argue that firms with a standalone risk committee not only properly manage their risk but also avoid engaging in unnecessary high risky activities. Besides, standalone risk committees in banks are in line with current best practices; therefore, the study takes a standalone risk committee as a sign of strong risk governance and formulates the following hypothesis:

H1: Establishing a standalone risk committee positively affects bank's risk outcomes.

The study also examines the qualifications and experience of the risk management committee members. The variable of qualification and experience (QualExp) identifies whether at least one of the risk management committee members has a qualification or experience in the discipline of either Risk Management and/or Finance. Mongiarchino and Plath (2010) found that although nearly all large banks in the US had a risk committee before the crisis, the committees' effectiveness was limited by infrequent meetings and its composition: they lacked enough independent and financially knowledgeable members. In addition, the Organisation for Economic Co-operation and Development (OECD, 2014) argues that although a board may receive training on risk management such training(s) may not be enough to enhance risk governance. Hence, boards still need some members with qualifications and experience in risk management. Thus, the following hypothesis will be tested:

H2: Recruiting board members with experience and qualifications in risk management and/or finance mitigates excessive risk-taking behavior.

The third attribute on the boards' risk oversight function relates to the frequency of meetings of the risk management committee (ActiveRisk_Com). As highlighted by Mongiarchino and Plath (2010) infrequent meetings of the risk committee were one of the key factors that compromised its effectiveness in the run-up to the 2007 financial crisis. Felicio et al. (2018) add that holding fewer meetings may limit the directors' ability to monitor managers' activities. Consistent with Mongiarchino and Plath (2010), Battaglia and Gallo (2017) found that banks with fewer board meetings per annum contributed significantly to the 2007 crisis. As such, the study conjecture that holding frequent meetings creates awareness among directors of the managers' risk activities; therefore, frequent meetings are assumed to have a positive impact on risk oversight.

H3: An active risk committee has better oversight on bank risk.

The risk environment is ever-evolving in terms of risk types, scope, and severity; therefore, board members need to receive regular professional training and continuing education on risk and its management (Baret & Hida, 2017). Thus, training and capacity buildings in risk management can greatly enhance a board's risk management and oversight function. To that end, the study claims that banks that periodically conduct risk management and related subjects professional training are better equipped with the knowledge and skills needed to identify, evaluate and control risks confronting their firms. Based on this analysis, the fourth hypothesis is postulated as follows:

H4: Training board members in subjects related to risk management helps banks to monitor and control the risk activities of bank executives.

A burgeoning important characteristic in risk governance is the role of the chief risk officer (CRO) in risk management. The CRO is responsible for enterprise risk management (ERM). Bailey (2019) highlights the importance of the CRO role in ERM execution with the finding that CRO appointment is not just a “box-ticking exercise” to appease regulators and investors but this role is associated with quality ERM and firm value. Similarly, the Basel Committee on Banking Supervision (2015) Principle 6 on Corporate Governance Principles for banks suggests that a bank’s risk management function should be under the direction of the CRO. In other words, the Basel Committee on Banking Supervision elevates the role of the CRO in risk governance. Aebi, Sabato, and Schmid (2012) concluded that the presence and reporting line of CRO matters to a bank’s crisis performance. Since data on the reporting line of the CRO is difficult to obtain from publicly available information the study analyzes the importance of the CRO role (or similar position) to bank risk by examining whether a bank has a CRO and whether the CRO seats on the board and formulates the following hypotheses:

H5a: The presence of a CRO in an organization helps to mitigate excessive risk behavior.

H5b: The appointment of the CRO to the board minimizes excessive risk-taking behavior.

For novelty, this study is extended by examining the effects of the interaction between different risk governance mechanisms on bank risk-taking behavior. Accordingly, the joint impact of the following variables will be explored: board independence and board size (Board_Ind*Board_Size),

1 The study intended to examine several interactions but due to collinearity issues some of the desired interactions were dropped.
qualifications and experience and training (QualExpr*Training), and active risk committee and CRO board (ActiveRisk_Com*CRO_Board).

The intuition behind the first joint term (Board_Ind*Board_Size), stems from the role of independent directors in mitigating agency conflicts between managers and shareholders by providing monitoring and advisory services (Bartaglia & Gallo, 2017). Hence, an independent board is viewed as a mechanism to limit opportunistic behavior among managers (Fernandes et al., 2021). At the same time, literature has shown that a strong board is effective in monitoring a bank’s risk exposure on behalf of shareholders (Pathan, 2009). Thus, the following hypothesis is proposed:

H6: An independent and small board is effective in controlling and monitoring management’s risk activities.

Next, the study hypothesizes that training board members with risk and/or qualifications and experience do not add much value to organizations with regards to risk monitoring and control on the basis that such board members already have risk management skills. This view is consistent with Minton, Taillard, and Williamson’s (2014) argument that financial experts have the knowledge and skills to understand the complexity and risks associated with financial transactions; hence, they are better able to identify non-profitable risks that can jeopardize the stability of a bank and can advise managers to avoid such risks. Thus, the study claims that training risk/financial experts has no positive effects on bank risk outcomes, and formulate the seventh hypothesis as follows:

H7: Providing training to board members with risk expertise does affect a bank’s risk outcomes.

The other interaction term of interest in this study relates to one of the reforms recommended in response to the 2007/9 crisis to improve risk governance in banks that is creating a CRO position and separating the risk committee from the audit committee (Fernandes et al., 2021). The study, therefore, explores the joint impact of an active risk committee and CRO board appointment (ActiveRisk_Com*CRO_Board) on bank risk. The study conjecture that appointing a CRO to a board with an active risk committee positively affects risk governance in banks. The eighth hypothesis is thus proposed as follows:

H8: Appointing the CRO to a board with an active risk committee is associated with conservative risk policies.

2.2. Previous studies

Ellul and Yerramilli (2013) analyzed the organizational structure of the risk management function of bank holding companies (BHCs) in the US during the period 1995 to 2010 to examine if differences in tail risk exposures among the BHCs is determined by differences in their risk management functions. They found that BHCs that had stronger risk management functions before the crisis exhibited lower tail risk and concluded that a strong and independent risk management function can reduce bank risk and enhance shareholder value.

Lingel and Sheedy (2012) extended the work of Ellul and Yerramilli (2013) by taking an international perspective of the effects of risk governance on risk outcomes. Their sample comprised sixty international financial institutions from developed countries in North America, Europe, and Asia-Pacific. They identified the following variables to have a significant impact on risk outcomes: inclusion of the CRO among the top executives, the activity of the risk committee, and the presence of experienced banking and risk committee. Similar to Ellul and Yerramilli (2013) they confirmed that stronger governance curtails bank risk.

The importance of risk governance attributes, relative to standard corporate governance mechanisms, was also supported by Aebi et al. (2012) with the finding that the role of the CRO is important in explaining banks’ performance especially when the CRO reports directly to the board rather than the CEO. An important point that can be drawn from their study is the finding that in the event of conflicting risk-taking interests between the CEO and CRO, reporting directly to the board can be an effective tool for curtailing excessive risk-taking in banks.

Using a sample of 212 BHCs in the US over the period 1997 to 2014, Pathan (2009) examined how strong boards, reflected by small board size, more independent directors, less restrictive shareholder rights, and CEO power affects bank risk-taking behavior. They found evidence to support the view that strong boards are effective in stemming excessive risk behavior. On a positive note, CEO power was found to have a negative effect on bank risk outcomes.

In their study of non-banking institutions, Subramaniam, McManus, and Zhang (2009) concluded that the presence of a standalone risk committee engenders high-quality internal monitoring and control which reduces risk-taking by corporate executives. Likewise, Bhuiyan et al. (2021) argue that firms with a standalone risk committee effectively manage their risk and avoid excessive risky activities compared to corporates with a joint risk and audit committee. To that end, Bhuiyan et al. (2021) advocate for the separation of the audit and risk committee into standalone committees since the audit function is limited in its scope with regards to risk management.

3. DATA AND VARIABLES

3.1. Data

The study is confined to the period 2011 to 2020 and is focused on using a cross-country sample of African commercial banks that are more involved in traditional financial intermediation. Therefore, other forms of banking institutions are omitted in this research. Due to the limited availability of general bank governance as well as risk management-specific data in banks’ databases like Bureau Van Dijk, this study collected listed banks’ annual reports from the AfricanFinancials website (https://africanfinancials.com/). The website provides annual reports, stock prices, and news for all listed entities in Africa. This data source was complemented by hand collecting missing reports from banks’ websites. The target population consisted of 68 commercial banks operating in 12 African economies. Next, delisted, suspended, or banks under curatorship were excluded from
the study as well as banks with missing data for at least three consecutive years. This screening process resulted in a sample of 41 listed banks in 12 African economies as shown in Appendix, Table A.1.

The study chose listed banks because of enhanced disclosure. They are compelled to disclose more information to investors by regulatory agencies such as the securities commissions as well as the bank regulatory bodies. Turning to data cleaning, the traditional method of using descriptive statistics to identify outliers was used. The outliers were removed by deleting the extreme values from the dataset. This cleaning process also ensured the use of normally distributed data to avoid spurious regression.

### 3.2. Risk governance measurement

Since the risk governance aspects of banks are not directly observable and measurable the study measures the risk governance aspects of African banks using dummy variables. The risk governance attributes of interest are the risk committee establishment, qualifications and experience, active risk committee, training and capacity building programs, and the importance of the CRO. The variables are discussed in Section 2 above and their measurement is shown in Table 1 below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Measurement</th>
<th>Literature source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk management committee (Risk.Com)</td>
<td>One for a bank with a distinct or standalone risk management committee and zero otherwise</td>
<td>Akbar et al. (2017), Ellul and Yerramilli (2013), Lingel and Sheedy (2012)</td>
</tr>
<tr>
<td>Qualification and experience (QualExp)</td>
<td>One when one of the board members has a qualification and experience in Risk Management and/or Finance and zero otherwise</td>
<td>Mongiarchino and Plath (2010), Minton et al. (2014)</td>
</tr>
<tr>
<td>Active risk committee (ActiveRisk_Com)</td>
<td>One when the risk management committee meets more frequently relative to the overall board and zero elsewhere</td>
<td>Bhuiyan et al. (2021), Felicio et al. (2018)</td>
</tr>
<tr>
<td>Training and capacity-building programs (Training)</td>
<td>One when a bank’s board yearly training program includes a subject on risk management or a risk management-related subject, otherwise zero</td>
<td>Fernandes et al. (2021), Stulz (2014)</td>
</tr>
<tr>
<td>CRO_Presence and CRO_Board</td>
<td>Takes the value of one and zero otherwise in either case for a bank that has a CRO (CRO_Presence) and the CRO seats on the board (CRO_Board)</td>
<td>Aljughaiman and Salama (2019), Aebi et al. (2012)</td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration.

### 3.3. Bank risk measurement (RWA_TA)

Since there is not much activity in risky structured products and derivatives in Africa because such activities are found in very few African economies, similar to Nguyen, Hagendorff, and Eshraghi (2016) and Berger, Kick, and Schaeck (2014) the study uses the ratio of risk-weighted assets to total assets (RWA_TA) to measure bank risk-taking behavior. RWA_TA is an ex-ante bank risk-taking proxy that indicates a bank’s investment in risky assets (loans) (Ashraf, Arshad, & Hu, 2016). Likewise, the allocation of bank assets between risky and safe assets is a key determinant of a bank’s risk (Heid, Porath, & Stolz, 2004; Jacques & Nigro, 1997). In addition to this, investors use RWA to examine a bank’s portfolio risk (Das & Sy, 2012). Furthermore, risk-weighted assets (RWA) is a standard measure of bank risk that is used in bank regulation and supervision by the Basel Committee on Banking Supervision (BCBS). However, this metric has some shortcomings. RWA_TA only captures credit risk and leaves out other risks, thus, it only measures one aspect of the true asset risk (Jokipii & Milne, 2011).

### 3.4. Control variables

#### 3.4.1. Bank governance attributes

**Ownership structure**

The issue of ownership structure is one of the contentious issues in corporate governance. Good corporate governance calls for the separation of ownership and control, but this separation engenders agency problems due to the difficulties encountered by outsiders in monitoring corporate executives. On the other hand, ownership of a large stake in a firm creates incentives for shareholders to actively monitor the behavior of managers (Shleifer & Vishny, 1997). To that end, Mutarindwa, Schäfer, and Stephen (2018) show that closely held banks in Africa are associated with poor governance compared to widely held ones. Accordingly, this study hypothesizes that banks with concentrated ownership are associated lower risk compared to banks with diverse ownership because the agency and free-rider problems tend to be prevalent in ownership dispersed than concentrated firms (Dong et al. 2014). document that state-owned banks are more prone to political interference, especially in emerging markets, relative to privately owned banks which can have a negative impact on their risk choices. The study follows Mutarindwa et al. (2018) and Berger, Imbierowicz, and Rauch (2016) in measuring bank ownership. First, ownership concentration is measured by a binary variable that takes the value of one of the largest shareholder controls at least 10% of the bank’s total equity and zero otherwise. Next, government ownership is estimated by a dichotomous variable which takes the value of one for a bank that is owned at least 10% by the government and zero otherwise. Lastly, foreign vis-a-vis domestic ownership which is often neglected in literature is considered in this study through a dummy variable that takes the value of one for a foreign-owned bank and zero for a domestically owned bank.

---

2 Due to data availability this domestic or foreign ownership was the only ownership variable examined.
Board diversity (age and gender)
The effect of diversity on bank risk is gaining attention in academic circles as well as among governments and regulators. Literature generally agrees that risk-taking decreases with age since young executives tend to take more risks compared to older managers while women are considered to be more risk-averse in financial decision-making (Berger et al., 2014). Accordingly, the study hypothesizes that age and gender negatively affect a bank’s risk activities. Age is measured by the average age of the board members while gender takes the value of one for a male and zero for a female board member.

Board independence
Another corporate governance attribute that affects bank risk is the level of board independence. In their study on the effects of board independence on risk-taking behavior of large banks in the US post the 2007/9 financial crisis, Vallasca, Mollah, and Keasey (2017) show that boards with a high proportion of independent directors are more conservative. The prudent behavior was noted through high capital ratios and reduction in portfolio risk after the financial crisis. Battaglia and Gallo (2017) highlight that independent directors provide better risk monitoring services than other directors because they desire to keep a good reputation. This study hypothesizes that board independence is associated with lower risk. This variable is measured by the proportion of non-executive independent directors to total directors. The higher the value the more independent a board is presumed.

Board size
Board size is one of the internal governance mechanisms that is widely explored in literature since it is an important mechanism that can mitigate agency problems between managers and shareholders. Although there is no consensus on the optimal number of directors, it is clear that board size influences a firm’s decision-making process which in turn affects its risk choices. Nevertheless, evidence on the impact of this attribute on bank risk is mixed. One strand of literature argues that small boards are more effective in decision-making because they have fewer communication and coordination challenges (Fernandes et al., 2021). The other strand of literature contends that a large board provides a large pool of human capital that may provide better advisory services to management (Akbar et al., 2017). Nevertheless, the cost of more human capital may outweigh the benefits if one considers challenges associated with a large board such as communication, coordination, and “free rider” problems (Pathan, 2009). Besides, the decision-making process of a large board may be time-consuming and slow (Martin & Herrero, 2018). Moreover, large boards tend to have problems in reaching a consensus on important matters and this may lead to conservative risk-taking practices (Akbar et al., 2017). Based on this discussion, it can be inferred that smaller boards are associated with high risk-taking behavior because less effort and costs are incurred to reach a consensus in smaller boards, therefore, riskier projects are highly likely to be approved.

3.4.2 Bank specific characteristics
Bank size
The too big to fail theory suggests that large banks have strong incentives to invest in risky projects because they can be bailed out by the governments in the event of financial distress to prevent systemic risk (Anginer, Demirgüç-Kunt, Huizinga, & Ma, 2018). In this regard, size creates incentives for bank managers to take more risks. The study predicts that size is associated with moral hazard problems that engender high-risk behavior. Consistent with literature the study measures size by the natural logarithm of total assets.

Capital
Higher capital requirements reduce a bank’s profits due to higher provisions (Bitar, Puothilihanthong, & Walker, 2018) and this may tempt managers to increase the risk to remain profitable. Bouwman, Kim, and Shin (2018) and others concluded that highly capitalized banks engage in riskier lending. On the other hand, other scholars, for instance, Danisman and Demirel (2019) argue that capital reduces moral hazard and creates incentives for stricter monitoring, resulting in lower bank risk. Thus, the effect of capital on bank risk is not clear and subject to further investigation. In this study, bank capital is measured by a bank’s regulatory capital adequacy ratio (i.e., Tier 1 + Tier 2 scaled by risk-weighted assets).

Business model
The impact of income structure, a proxy for the business model, on bank risk has drawn attention in recent years due to the growing trend towards non-interest revenue sources as banks seek to stabilize their income streams. However, the effect of income diversification on bank risk is ambiguous because non-funded income can be volatile in times of crisis (Altunbas, Manganelli, & Marques-Ibanez, 2017). Following Beltratti and Stulz (2012) who used the ratio of non-interest income to total income to measure income diversity, this study uses this metric to analyze the effects of the business model on bank risk.

4. ECONOMETRIC MODEL AND ESTIMATION APPROACH
Based on the variables described above, the following empirical model is used to examine the interplay between a bank’s risk governance function and its asset risk outcomes.

\[ \text{Risk}_{i,t} = \alpha_{i,t} + \lambda \text{Risk}_{i,t-1} + \beta_1 \text{Riskgov}_{i,c,t} + \gamma_1 \text{Bankgov}_{i,c,t} + \phi_1 \text{Bank}_{i,c,t} + \nu_{i,c,t} + \delta_i + \tau_{i,t} \]  

(1)
where, subscripts $i$, $c$, $t$ represent a bank, a country, and a year, respectively. $Risk$ is the measure of bank risk, $Riskgov$ is a set of risk governance indicators, namely oversight, qualifications and experience, risk committee activeness, training, and CRO importance. $Bankgov$ and $Bank$ are set of control variables. $Bankgov$ controls for bank governance characteristics that may affect banks’ asset risk choices, i.e., ownership structure, and board independence and board size on risk decisions.

Estimating a causal relationship between risk governance and bank risk is challenging because board characteristics are endogenously chosen by corporations and corporate governance variables tend to suffer from reverse causality (Fernandes et al., 2021; Vallascas et al., 2017; Chang & Zhang, 2015). An econometric specification that controls endogeneity and reverses causality is thus needed to estimate the empirical model. Different estimation techniques that control endogeneity and reverse causality have been offered in the literature for example simultaneous equations modeling (using either the 2-stage least squares or 3-stage least squares). These estimation techniques were employed by Fernandes et al. (2021), Bhuiyan et al. (2020) among others. Some scholars such as Gomez-Escalonilla and Parte (2017), Battaglia and Gallo (2017), and Sila et al. (2016) applied instrument variable approaches, GMM modeling to be precise. There are two GMM estimation techniques; namely difference GMM (Blundell & Bond, 1998) and system GMM (Arellano & Bond’s (1991) difference GMM will be used for the robustness test.

5. RESEARCH FINDINGS

5.1. Descriptive statistics

The descriptive statistics that describe or summarize the features of the risk governance and the control variables used in the study are displayed in Table 2.

From the results in Table 2, it can be noted that risk-weighted assets scaled by total assets of banks used in the study averaged 0.61 between 2009 and 2020, showing that banks used in the study invested about 60% of their assets in risky assets (mostly loans). This value is relatively high and suggests that banks in Africa have to hold large capital buffers to mitigate insolvency risk arising from unexpected losses. Nonetheless, the skewness and kurtosis values for this variable (0.01 and 2.62, respectively), suggests that this variable is normally distributed.

GMM is more efficient to difference GMM when the dependent variable exhibits a random walk, i.e., persistent. Nevertheless, (Blundell & Bond 1998) difference GMM will be used for the robustness test.
The descriptive statistics also indicate that board training in risk and related topics among sampled banks is quite low (mean = 0.32; standard deviation = 0.47). The skewness and kurtosis values of 0.76 and 1.58 confirm these findings. This finding could be attributed to limited disclosure on boards' training activities in the given period. Moreover, most of the banks used in the study have a CRO or related title in place (average = 0.78, skewness = 1.35), but unfortunately, most of the CROs do not seat on the board (mean = 0.14, kurtosis = 5.28) contrary to current best practices. In worst cases, some of the banks' did not even have the head or CRO among the executive committee. In some banks, the CRO seldomly attends the risk committee meetings by invitation.

Female representation averaged 2 per 10 board members, and some of the sampled banks did not have even one lady on their boards. The kurtosis of 4.43 shows a leptokurtic distribution of women's representation on boards. This means women's representation on bank boards is still a long journey in Africa consistent with current calls for increased female representation on corporate boards. The minimum and maximum values of 4 and 21, respectively, and a standard deviation of 3.3 for board size indicate huge disparities in the number of board directors among banks in Africa. These findings show that one of the sampled banks had only 4 directors while the largest board comprised of 21 members. The kurtosis of 3.15 confirms huge disparities of board sizes in emerging markets. Nevertheless, the average board size of 10.71 is comparable to developed economies. For example, Aebi et al. (2012) found a mean board size of 12.89. Bank size, measured by the natural logarithm of total assets, has a minimum value of 9.75 and a maximum value of 23.6, showing that both large and small banks are represented in the study.

The average capital adequacy ratio of 0.18 (18%) indicates that banks used in the sample are adequately capitalized when one considers Basel II minimum capital adequacy ratio of 12.5%. However, the dispersion is low (standard deviation = 0.0396) showing that the capital ratios of sampled banks do not differ significantly. This is supported by a kurtosis value of 3 and skewness that is close to zero, suggesting a normal distribution. The business model, which shows the extent to which the banks' income is driven from non-funded sources, averaged 0.36 over the period from 2009 to 2020, meaning about 40% of the banks' revenue was generated from fees, commissions, and other non-interest income activities. This shows marginal income diversification and greater dependence on traditional lending activities among the banks. All in all, the skewness and kurtosis values are within the acceptable levels, suggesting that the data is normally distributed.

### Table 2. Descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWA_TA</td>
<td>429</td>
<td>0.61</td>
<td>0.1223</td>
<td>0.27</td>
<td>0.89</td>
<td>0.01</td>
<td>2.62</td>
</tr>
<tr>
<td>Risk_Com</td>
<td>477</td>
<td>0.87</td>
<td>0.3172</td>
<td>0</td>
<td>1</td>
<td>-2.44</td>
<td>0.96</td>
</tr>
<tr>
<td>QualExp</td>
<td>477</td>
<td>0.41</td>
<td>0.4929</td>
<td>0</td>
<td>1</td>
<td>0.35</td>
<td>1.12</td>
</tr>
<tr>
<td>ActiveRisk_Crm</td>
<td>475</td>
<td>0.32</td>
<td>0.4670</td>
<td>0</td>
<td>1</td>
<td>0.77</td>
<td>1.6</td>
</tr>
<tr>
<td>Training</td>
<td>476</td>
<td>0.32</td>
<td>0.4675</td>
<td>0</td>
<td>1</td>
<td>0.76</td>
<td>1.58</td>
</tr>
<tr>
<td>CRO_Pres</td>
<td>477</td>
<td>0.78</td>
<td>0.4148</td>
<td>0</td>
<td>1</td>
<td>-1.15</td>
<td>2.83</td>
</tr>
<tr>
<td>CRO_Board</td>
<td>477</td>
<td>0.14</td>
<td>0.3478</td>
<td>0</td>
<td>1</td>
<td>2.07</td>
<td>5.28</td>
</tr>
<tr>
<td>Dom_Foreign</td>
<td>477</td>
<td>0.42</td>
<td>0.4936</td>
<td>0</td>
<td>1</td>
<td>0.34</td>
<td>1.11</td>
</tr>
<tr>
<td>Gender</td>
<td>402</td>
<td>0.22</td>
<td>0.1129</td>
<td>0</td>
<td>1</td>
<td>0.65</td>
<td>4.43</td>
</tr>
<tr>
<td>Board_IND</td>
<td>418</td>
<td>0.47</td>
<td>0.2994</td>
<td>0</td>
<td>1</td>
<td>-0.26</td>
<td>1.81</td>
</tr>
<tr>
<td>Board_Size</td>
<td>428</td>
<td>10.71</td>
<td>9.1380</td>
<td>4</td>
<td>21</td>
<td>0.71</td>
<td>3.13</td>
</tr>
<tr>
<td>Bank_Size</td>
<td>470</td>
<td>16.74</td>
<td>3.1318</td>
<td>9.75</td>
<td>23.6</td>
<td>0.19</td>
<td>1.92</td>
</tr>
<tr>
<td>CAR</td>
<td>435</td>
<td>0.56</td>
<td>3.6786</td>
<td>0.10</td>
<td>0.26</td>
<td>-0.07</td>
<td>3.00</td>
</tr>
<tr>
<td>Business_Model</td>
<td>459</td>
<td>0.36</td>
<td>0.1525</td>
<td>0.12</td>
<td>0.79</td>
<td>0.61</td>
<td>2.82</td>
</tr>
</tbody>
</table>

Source: Authors' computation based on the research data.

The unit root test results displayed in Table 3 show that all the variables are stationary at a 1% level; hence, unit roots are not an issue in this study.

### Table 3. Unit root test results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Order of integration</th>
<th>Significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWA_TA</td>
<td>100</td>
<td>1%</td>
</tr>
<tr>
<td>Gender</td>
<td>100</td>
<td>1%</td>
</tr>
<tr>
<td>Board_Size</td>
<td>100</td>
<td>1%</td>
</tr>
<tr>
<td>Bank_Size</td>
<td>100</td>
<td>1%</td>
</tr>
<tr>
<td>CAR</td>
<td>100</td>
<td>1%</td>
</tr>
<tr>
<td>Business_Model</td>
<td>100</td>
<td>1%</td>
</tr>
</tbody>
</table>

Source: Author’s computation based on the research data.

The positive correlation between Business_Model and bank risk suggests that banks with diversified income sources engage in more risky activities, and this behavior is reasonable.

---

1. Results are not presented.
2. This finding will be verified through regression analysis since correlation does not imply causation.
5.4. Empirical findings and discussion of results

The objective of this study was to examine the interplay between risk governance characteristics and the risk behavior of banks in Africa. The empirical results are presented in Table 4 and three models were used for analysis. The baseline empirical model (equation (2)) findings are displayed in column 2, Table 4. The model extension results are shown in column 3, Table 4. Lastly, a parsimonious version of the empirical model (that excludes control variables) was estimated and the results are presented in column 4, Table 4. Time effects were also added to the parsimonious model and the results are presented in column 5, Table 4.

### Table 4. Empirical results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
<th>Model (1)</th>
<th>Model (2)</th>
<th>Model (3)</th>
<th>Model (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td><strong>RWA_TA (1)</strong></td>
<td></td>
<td>0.6508***</td>
<td>0.6862*</td>
<td>0.8477***</td>
<td>0.8441***</td>
</tr>
<tr>
<td><strong>Risk_Com</strong></td>
<td></td>
<td>1.1753***</td>
<td>-0.8848**</td>
<td>-0.3519</td>
<td>-0.1763</td>
</tr>
<tr>
<td><strong>QualExp</strong></td>
<td></td>
<td>-0.2436</td>
<td>0.8367**</td>
<td>-0.7891***</td>
<td>-0.1332</td>
</tr>
<tr>
<td><strong>ActiveRisk_Com</strong></td>
<td></td>
<td>-0.1773</td>
<td>0.0725</td>
<td>0.2316***</td>
<td>0.0069</td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td>0.3184**</td>
<td>0.4079*</td>
<td>-0.3178*</td>
<td>0.3856***</td>
</tr>
<tr>
<td><strong>CRO_Presence</strong></td>
<td></td>
<td>-0.2654</td>
<td>0.3992</td>
<td>0.9702***</td>
<td>0.8768**</td>
</tr>
<tr>
<td><strong>CRO_Broad</strong></td>
<td></td>
<td>1.1232***</td>
<td>1.2643***</td>
<td>0.2418**</td>
<td>0.6608**</td>
</tr>
<tr>
<td><strong>Dom_Foreign</strong></td>
<td></td>
<td>1.867***</td>
<td>1.7011*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td>-2.5346***</td>
<td>-0.2233</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Board_Ind</strong></td>
<td></td>
<td>2.4862***</td>
<td>0.7765*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Board_Size</strong></td>
<td></td>
<td>-0.0565*</td>
<td>0.0474</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Risk_Com</strong></td>
<td></td>
<td>-0.1517***</td>
<td>-0.119**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>CAR</strong></td>
<td></td>
<td>-0.1109***</td>
<td>-0.089***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Business_Model</strong></td>
<td></td>
<td>0.3050***</td>
<td>0.3169***</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Board_Ind*Board_Size</strong></td>
<td></td>
<td>-0.1208*</td>
<td>-0.0964***</td>
<td>-0.121**</td>
<td>-</td>
</tr>
<tr>
<td><strong>QualExp*Training</strong></td>
<td></td>
<td>-0.0114</td>
<td>0.7671***</td>
<td>0.5372**</td>
<td>0.483</td>
</tr>
<tr>
<td><strong>ActiveRisk_Com*CRO_Broad</strong></td>
<td></td>
<td>-1.1284**</td>
<td>-0.5591***</td>
<td>-0.485</td>
<td>-</td>
</tr>
<tr>
<td><strong>Time effects</strong></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Notes**: *, **, *** denotes significance at 10%, 5%, 1% in that order. Source: Authors’ computation.

5.4.1. Baseline empirical model

The results show in column 2, Table 4 show that the instruments used are properly identified (Sargan test, p > 5%) and autocorrelation in the second difference is absent in the research model since both AR (1) and AR (2) statistics are above 5% significance level. Moreover, the coefficient of the lagged dependent variable is both positive and statistically significant which validates the adoption of system GMM for analysis.

**Risk governance variables results**

The research findings for the risk governance variables are mixed. As shown in column 2, Table 4 the point estimate for the variable Risk_Com is positive (β1 = 1.18) and it is statistically significant at a 1% level, meaning a bank with a standalone risk committee takes more risk, in terms of risk-weighted assets, all else equal. Accordingly, H1 cannot be supported. These results are counterintuitive and two possible explanations can be provided for such results. First, as documented by Akbar et al. (2017), the risk committee provides an important oversight role related to the risk-taking activities of managers which reduce conflicts of interest between managers and shareholders. Consequently, managers are expected to act in the interests of shareholders. However, the alignment of interests between managers and shareholders cause managers to be less conservative and take more risk to increase shareholder wealth. This viewpoint is supported by Berger et al. (2016) who showed that bank risk increases when the incentives of shareholders and managers are aligned. Secondly, since the risk committee is usually composed of risk experts with a better understanding of risk and its mitigation, the members can use their expertise from a strategic perspective to encourage managers to take good risks, i.e., risks that are ex-ante rewarding which in turn increases bank risk. This analysis corroborates Stulz’s (2014) argument that bank managers should not avoid high-risk valuable investments and activities as such action can be costly for shareholders.

Next, although the coefficient of QualExp has the expected negative sign (β2 = -0.25) but it is statistically insignificant. Thus, the study did not find evidence to support hypothesis two and the view that the presence of board members with qualifications and experience in risk management and/or finance reduce risk in African banks. The insignificant impact of qualifications and experience on bank risk implies that choosing board members based on their credentials may not be adequate in curtailing bank risk (Marques & Oppers, 2014; OECD, 2014). We cast doubt on the effectiveness of recruiting risk or finance experts concerning reducing risk-taking incentives of managers and suggest that nomination committees and shareholders should go beyond credentials and consider other critical factors such as the abilities of a board member to effectively challenge management decisions.

As expected, ActiveRisk_Com has a negative (β3 = -0.17) and statistically significant point estimate at a 0.10 level. The results support H3.
which predicted that frequent meeting of the risk committee plays a significant role in monitoring and controlling the risk activities of executives. This evidence is intuitive and resonates with earlier studies from developed markets (Battaglia & Gallo, 2017; Lingel & Sheedy, 2012). The results show that the more frequent a board meets the more aware they are of the corporate’s activities (Felício et al., 2018), the more effective their risk oversight function.

Another surprising finding is the positive impact of training on bank risk ($\beta = 0.32; \ p < 0.05$). This is inconsistent with Basel Committee on Banking Supervision’s (2015) view that providing board members with more training in risk management and related topics helps banks to reduce risk. Accordingly, $H4$ is refuted. These results imply that training board members in risk and related topics engender more risk-taking behavior. A reasonable explanation for this evidence could be that providing board members with professional training and continuous development in risk creates a high level of risk awareness and at the same time improves the board members’ risk management and oversight skills. Thus, in turn, entices the board to encourage managers to take high-risk activities to maximize shareholder value on the backdrop that they understand the complexity and risks inherent in projects and can monitor and control the bank’s risk profile.

The last risk governance examined in this study is the role of the CRO in risk governance. Two indicators were used for this analysis; namely the presence of a CRO within a bank (CRO_Presence) and whether the CRO seats on the board (CRO_Board). The variable CRO_Presence has a negative ($\beta = -0.27$) but the insignificant association with RWA_TA, meaning statistically study could not find evidence to support $H5a$. This evidence is suggesting that, although having a CRO post in a bank lowers risk (negative sign), the impact of this position in reducing bank risk is insignificant. It seems the extent of autonomy and power given to the CRO in emerging markets is not adequate to provide effective risk oversight. Our results convey that banks in emerging markets should create a “powerful” CRO position if they are to realize positive results from this position concerning risk oversight. The study also found a positive significant impact of CRO board membership, contradicting the argument that CRO appointment to the board lowers bank risk (Aebi et al., 2012). The coefficient for CRO_Board is positive and quite high ($\beta = 1.12$) and it is significant at a 0.01 level. The hypothesis that appointing the CRO to the board positively impacts (reduce) bank risk ($H5b$) is, therefore, not supported. This evidence supports Felício et al.’s (2018) conclusion that governance mechanisms that improve the board governance and align the interests of managers and shareholders create incentives for higher bank risk.

Corporation governance characteristics findings

The results in column 2, Table 4 show that ownership structure, measured by domestic or foreign ownership, has a positive effect on bank risk ($\beta = 1.87; \ p < 0.05$). This evidence confirms the view that domestic banks pursue aggressive risk policies compared to foreign banks (Mateos De Cabo, Gimeno, & Nieto, 2012). Chen et al. (2019) document that domestic banks take more risk in response to competition induced by the entry of foreign banks.

Turning to the effects of gender on bank risk, the study identified a significant negative point estimate of -2.53 that is statistically significant at 0.01. Unlike Berger et al. (2014) and Adams and Funk (2012) who concluded that females are risk-loving like males and their presence on boards does not result in more risk-aversion decisions, this study found that increasing female representation on bank boards reduces bank risk. This evidence corroborates with Mateos De Cabo et al. (2012) who found that gender diversity in Europe is prevalent in banks with a risk-aversion mantra consistent with the view that female executives are more risk-averse than men. These results suggest that gender diversity enhances risk governance and therefore supports ongoing requests from pressure groups for more women representation on boards.

The study identified sufficient evidence of a positive impact of board independence on bank risk ($\beta = 2.47; \ p < 0.05$). The positive and statistically significant of the coefficient Board_Ind suggest that banks with a large proportion of independent directors are willing to take more risk. This is contrary to the assertion that independent directors are conservative because they have to balance the interests of all stakeholders including creditors and taxpayers by being more accurate and stringent in their risk oversight (Vallascas et al., 2017). However, these results seem to be supporting the argument that internal governance mechanisms that align the interests of managers and shareholders create incentives for higher bank risk as managers take more risk to create wealth for shareholders.

The variable Board_Size enters the regression equation with a negative and statistically significant coefficient ($\beta = -0.06; \ p < 5\%$). Consistent with results from developed economies (Minton et al., 2014; Pathan, 2009), the study found that small boards are associated with high bank risk. This evidence concurs with Fernandes et al.’s (2021) argument that small boards tend to encourage and approve riskier projects which leads to higher risk as they face less effort and cost to reach consensus. On the other hand, these results show that large boards in Africa are associated with lower risk, thereby confirming the notion that large boards are effective in monitoring and controlling the risk activities of bank managers (Battaglia & Gallo, 2017). Battaglia and Gallo (2017) show that large boards can assign more people to supervise and advise managers which in turn reduces managers’ discretionary power or makes it easier to identify opportunistic behavior among managers. Accordingly, the study found evidence to support the group decision-making doctrine, which documents that large groups tend to be more cautious and exploit a large pool of human capital to provide constructive advice to managers.

Bank specific factors results

Concerning the impact of bank-specific factors on bank risk, bank size has a negative and significant impact on bank risk ($\beta = -0.16; \ p < 0.05$) contrary to the too big to fall hypothesis which suggests that
The risk committee enters into its role through its own decision and the recommendations of the National Bank of Education. Battaglia and Gallo (2017) also found that capital reduces moral hazard and creates incentives for stricter monitoring, resulting in lower bank risk. Lastly, the business model plays a significant role in shaping emerging markets’ risk outcomes as shown by the positive coefficient sign of the variable Business_Model ($\beta = 0.31; p < 0.05$). The evidence is intuitive since banks that generate more income from non-core banking activities assume more risk (Knaup & Wagner, 2012).

### 5.4.2. Model extension

The baseline model was extended to get insights into the joint impact of different risk governance attributes on bank risk behavior. The results of this exercise are displayed in column 3, Table 4. First, the results show that an independent and strong board (small board) pursues a conservative risk policy since the point estimate of (Board_Ind*Board_Size) is negative and significant, confirming H6. This finding is intuitive given that a board with a high proportion of independent directors is less likely to engage in risky activities for reputation’s sake (Bhuiyan et al., 2021; Pathan, 2009). Similarly, Pathan (2009) documents that a strong board (small board) is effective in restraining risk activities of bank executives. The variable QualExp*Training enters the regression model with the expected negative but insignificant sign, thereby suggesting that training board members with experience and qualifications in risk management and/or finance does not result in reduced risk-taking. Thus, the study found evidence to support H7. These results show that training board members with risk expertise in risk management or related subjects do not add much value to banks with regards to risk outcomes as these people already have the knowledge and skills to manage and monitor risk. Lastly, the positive and significant coefficient on the variable ActiveRisk_Com*CRO_Border, suggests that appointing the CRO to a board with an active risk committee, that is a risk committee that meets frequently, has a significant positive impact on bank risk outcome all else equal. Accordingly, H8 is confirmed. This evidence buttresses CRO board appointments and frequent meetings of the risk committee in emerging market economies.

The risk governance and control variables results are mixed; some are consistent with earlier findings while some depart from the baseline model findings. For example, the risk committee enters the extended model with a negative and statistically significant point estimate, showing that the establishment of a standalone risk committee lowers a bank’s risk profile. This evidence is intuitive and corroborates with literature and renders support to governance reforms that seek to separate the risk committee and the audit committee. Another divergent finding is the positive and significant impact of the variable QualExp on bank risk. The baseline model showed a negative and insignificant effect of qualifications and experience on the level of risk-weighted assets scaled by total assets, meaning that, although this attribute lowers bank risk, its impact is insignificant. However, the extended model has contradicting results; a bank with board members who are experienced and qualified in risk management and/or finance takes more risk. This evidence confirms the principal argument that mechanisms that align the interests of managers and shareholders increase rather than decrease bank risk.

Nevertheless, most of the earlier findings hold in terms of statistical significance although coefficient signs may differ. For instance, CRO_Presence had a negative and insignificant point estimate in the baseline model but has a positive and insignificant effect on bank risk in the extended model. The same applies to the variable gender. Board size had a negative and significant impact on risk in the empirical model but has a positive and insignificant effect on risk in the extended model, suggesting that board size is not a determinant of bank risk in emerging markets. This evidence points to coordination challenges associated with large boards in decision-making (Akbar et al., 2017).

### 5.4.3. Robustness tests

The study adopted alternative specifications and added the square of board size to ensure that the empirical results are robust. Difference GMM, an alternative to system GMM, and pooled OLS were used as the alternative specifications. The difference GMM estimator proposed by Arellano and Bond (1991) corrects endogeneity by transforming all regressors through differencing but its weakness is that, as indicated earlier, it removes previous observations from the contemporaneous one which magnified gaps in an unbalanced panel. Pooled OLS, a simple OLS estimator for panel data, was also used as an alternative estimating technique. This estimator was used in extant literature (Zhang, Li, Xu, & Ortiz, 2021; Battaglia & Gallo, 2017). Table 5 below presents the robustness test findings.

For easier comparison, the baseline model results are re-displayed in column 5, Table 5.

The results of estimating the empirical model (equation (2)) with the difference GMM estimator presented in column 2, Table 5 show that most of the baseline risk governance findings hold. For instance, the variables Risk_Com, Training, CRO_Presence have similar coefficient signs and impact as in the baseline regression model output. ActiveRisk_Com is the only variable that departs significantly from the baseline results. The output of difference GMM estimation shows that banks in emerging markets with active risk committees take more risk contrary to extant literature (Battaglia & Gallo, 2017; Lingel & Sheedy, 2012). These results could be supporting the earlier argument that mechanisms that align the interests of executives and shareholders engender higher risk behavior to maximize shareholder wealth.

---

5. The analysis is limited to risk governance measures and their interactions to save space.
The pooled OLS estimation findings presented in column 3, Table 5 indicate that only risk committee and qualifications and experience have a significant impact on risk outcomes. The coefficient for the variable Risk_Com is positive and significant, thereby validating earlier findings that establishing risk committees in emerging markets is associated with higher risk outcomes. Moreover, the pooled OLS results indicate that the appointment of risk experts to bank boards in emerging markets ameliorates excessive risk behavior. This finding is intuitive in the sense that a board member experienced and skilled in risk management is better able to evaluate the level of risk in a transaction (Minton et al., 2014), thereby better able to monitor and control the risk activities of managers. Although most of the risk governance indicators have insignificant coefficients, the point estimates signs are consistent with earlier baseline model results. The interacting term ActiveRisk_Com*CRO_Board also has a similar impact to the baseline model findings. Likewise, the results in column 5, Table 5 concur with the parsimonious model; an active risk committee with a CRO on the board is associated with lower risk.

Lastly, following Battaglia and Gallo (2017) and de Andrade and Valledalo (2008) the study introduces the square of board size, Board_SizeSquared, to account for the non-linear association between board size and bank risk. The results show a negative and significant coefficient sign, meaning that a non-linear relationship exists between board size and bank risk. This evidence corroborates with Battaglia and Gallo (2017) and suggests that the addition of board members reduces bank risk up to a certain optimal level and starts diminishing.

6. CONCLUSION

Motivated by the dearth of literature regarding the interactive role of risk governance on risk activities of banks in emerging markets, Africa in particular, this study explored the interplay between risk governance and risk-taking behavior on a cross-country sample of forty-one banks in twelve African economies. Empirical results yielded some mixed and interesting findings. The study found that the presence of a standalone risk committee, training in risk management and related courses, and the appointment of the CRO on the board increases instead of decreasing bank risk. Qualifications and experience in risk management or finance and the establishment of a CRO position have an insignificant impact on risk outcomes. Intuitively, the study found that female representation leads to more risk aversion decisions and supports ongoing calls to support women’s representation on boards. A key takeaway from this study is that establishing effective risk governance systems in Africa creates incentives for banks to take more risk, possibly on the backdrop of increased risk awareness and oversight. Moreover, our findings support the notion that risk governance mechanisms that align the interests of managers and shareholders create incentives for higher risk as managers seek high risk and valuable investments that create more wealth for shareholders. This counterintuitive behavior calls for the design of relevant governance and regulatory mechanisms that curtail bank risk in the African context.

The interaction terms demonstrated that an independent and small board as well as a board with an active risk committee and a CRO on the board have a positive effect on risk outcomes. Thus, although there is no optimal board size, the study advocates for smaller boards with a higher proportion of independent boards in emerging markets, Africa in particular. This evidence also supports corporate governance codes that advocate for highly independent boards. Moreover, the results support frequent meetings of the risk committee as this enables them to be well informed and up-to-date with the risk activities of the managers. The results also show that CRO appointment to
the board only adds value, concerning risk oversight, if the risk committee meets frequently. On the other hand, the study found that providing professional training to board members with risk/finance expertise does not have a positive effect on bank risk. To maximize returns from professional training and continuous board development banks should target non-risk and non-finance experts for such training. Stulz (2014) argues that such members do not have sufficient expertise to implement appropriate risk management policies that reduce risk; hence, professional training goes a long way in improving their risk management and oversight skills.

The unavailability of data-limited an in-depth exploration of numerous governance attributes that may affect the risk activities of bank managers. Moreover, although the study attempted to cover data gaps by hand collecting missing variables from the banks’ annual reports posted on their websites, not all the variables were available for the sampled banks leading to an unbalanced panel which may affect the research findings. Further studies can try to replicate the study by using survey data obtainable through questionnaires and/or interviews and add other dimensions of risk governance such as board processes, reporting line of the CRO, extend of CRO autonomy, CEO age, or country governance, and regulatory aspects into the analysis.
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**APPENDIX**

**Table A.1. List of countries and banks**

<table>
<thead>
<tr>
<th>No.</th>
<th>Country</th>
<th>Initial No. of banks</th>
<th>Actual No. of banks used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Botswana</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Ghana</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Kenya</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Malawi</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Mauritius</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Nigeria</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>Rwanda</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>South Africa</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Tanzania</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Uganda</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Zambia</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>Zimbabwe</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td><strong>68</strong></td>
<td><strong>41</strong></td>
</tr>
</tbody>
</table>

Source: https://africanfinancials.com/
Table A.2. Correlation matrix

<table>
<thead>
<tr>
<th>Variable</th>
<th>RWA_TA</th>
<th>Risk_Com</th>
<th>QualExp</th>
<th>ActiveRisk_Com</th>
<th>Training</th>
<th>CRO_Presence</th>
<th>CRO_Board</th>
<th>Dom_Foreign</th>
<th>Gender</th>
<th>Board_Ind</th>
<th>Board_Size</th>
<th>Bank_Size</th>
<th>CAR</th>
<th>Business_Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>RWA_TA</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk_Com</td>
<td>0.0404</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QualExp</td>
<td>-0.0827</td>
<td>0.2951*</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ActiveRisk_Com</td>
<td>-0.1026*</td>
<td>0.2103*</td>
<td>-0.0777</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>-0.0669</td>
<td>0.0967*</td>
<td>0.1383*</td>
<td>0.0140</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRO_Presence</td>
<td>0.0621</td>
<td>-0.1632*</td>
<td>0.1564*</td>
<td>-0.11*</td>
<td>0.167*</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRO_Board</td>
<td>0.2923*</td>
<td>0.1007*</td>
<td>0.0085</td>
<td>-0.149*</td>
<td>-0.04*</td>
<td>0.2093*</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dom_Foreign</td>
<td>0.1435*</td>
<td>-0.0631</td>
<td>-0.2227</td>
<td>0.2774*</td>
<td>0.0418</td>
<td>-0.0366</td>
<td>0.0483</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.0090</td>
<td>-0.1074*</td>
<td>0.0305</td>
<td>0.0866</td>
<td>0.241*</td>
<td>0.0764</td>
<td>-0.014</td>
<td>0.0420</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Board_Ind</td>
<td>0.0181</td>
<td>-0.3061*</td>
<td>0.2746*</td>
<td>0.1011</td>
<td>-0.12*</td>
<td>0.1554*</td>
<td>-0.20*</td>
<td>0.0985</td>
<td>-0.1015</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Board_Size</td>
<td>-0.0533</td>
<td>0.0591</td>
<td>0.0802</td>
<td>-0.176*</td>
<td>-0.016</td>
<td>-0.0013</td>
<td>0.332*</td>
<td>-0.075</td>
<td>-0.058</td>
<td>-0.29*</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank_Size</td>
<td>0.0711</td>
<td>0.2230*</td>
<td>-0.0623</td>
<td>0.0296</td>
<td>-0.14*</td>
<td>-0.31*</td>
<td>0.11*</td>
<td>0.211*</td>
<td>-0.0426</td>
<td>-0.081</td>
<td>0.0073</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAR</td>
<td>-0.0311</td>
<td>0.0025</td>
<td>0.0287</td>
<td>-0.0667</td>
<td>-0.036</td>
<td>0.0872</td>
<td>0.0470</td>
<td>0.0263</td>
<td>-0.0974</td>
<td>-0.066</td>
<td>-0.0543</td>
<td>-0.0777</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>Business_Model</td>
<td>0.4417*</td>
<td>0.0041</td>
<td>-0.0342</td>
<td>-0.0156</td>
<td>-0.051</td>
<td>0.0182</td>
<td>0.138*</td>
<td>0.0362</td>
<td>-0.0334</td>
<td>-0.007</td>
<td>-0.0188</td>
<td>0.0599</td>
<td>0.0244</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Notes: * indicates statistical significance at 5%. Source: Own construction based on sample data.